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With the weather being bad today and having some hours to kill (watching some movies) I decided
to check out the new LZMA?2 (64-bit) compression which will be included in the up-coming 7-ZIP
v9 release. You may ask why version 9 and not 4, I think it is to reference the year it will be
released. Please correct me if [ am wrong :)

I also decided to compress the same files using the up-coming release of WinRAR64. It has an
improved and updated compression engine to support more modern multi-core and multi-threaded
CPU's, instructions and memory. It all sounds promising on paper but can this old yet updated
compression algorithm really stand up against its more modern counterpart?

For the tests I chose a directory with nine files adding up to 4,295,228,135 (4.2GB). The larger the
file(s) the better and more accurate results can be built up. All the tests were carried out on an Intel
QuadCore 2 Q6600, 2400 MHz machine with 8GB of memory running under Vista64. I don't think
many further details of the system need to be known since I am only comparing the compression
engines on the same machine.

Okay... lets take a look at some of these tests and their results...



Round 1 Tests - LZMA

The first round of tests were with the older LZMA compression just so I could compare it against

LZMA2.

Here is a snapshot of the standard settings used:

Memory usage for Compressing:

Memory usage for Decompressing:

Split to volumes, bytes:

Parameters:

i )
Add to Archive 5
Archive:
Simulator. 7z D
Archive format: [?z - ] Update mode:
[Fn.dd and replace files v]
Compression level: [ Ultra — ]
Options
Compression method: [LZMA 'v] ] Create SFX archive
Dictionary size: [64 ME - ] [] Compress shared files
Word zize: [1;4 ,] Encryption
Solid Block size: | Non-soiid - Enter password:
Number of CPU threads: /4
Reenter password:
703 MB
66 ME [ Show Password
Encryption method:
- Encrypt file names

0K | | cancel




Round 1: Test 1

Threads: 1

Time: 30.01 minutes
Compression: 988,623,489
Archive Type: Non-Solid

w System Information

CPU Usage

Totals

Handles
Threads

Processes

Current

Lirnit

Peak
Peak/Limit
Current/Limit

CPU Usage History

Commit History

1/0 Bytes History

18,592
756

65

Commit Charge (K)

2,503,424
17,008,860
12,844,296

75.52%
14.72%

| Show one graph per CPU

Physical Memary (k)

Total 8,386,128
Available 6,382,772
System Cache 268,916
Kernel Memory (K)

Paged Physical 210,534
Paged Virtual 244 696
Paged Limit no symbols
Monpaged 57,354
Monpaged Limit  no symbols

Paging Lists (K)

Zeroed

Free

Modified

ModifiedMoWrite

Standby
Priority O
Priority 1
Priority 2
Priority 3
Priority 4
Priority 5
Priority &
Priority 7

1,204

0

5,060

g
6,331,568
0

150,468
1,680,835
1,875,944
152,080
1,942,916
515,768
62,556

Paging

Page Fault Delta 3,345
Page Read Delta 161
Paging File Write Delta 0
Mapped File Write Delta 0
CPU and 1/O

Context Switch Delta 13,493
1f0 Read Delta 43
1O Write Delta 5
If0 Other Delta 793




Round 1: Test 2

Threads: 2

Time: 17.58 minutes
Compression: 988,618,805
Archive: Non-Solid

w System Information

CPU Usage

Totals

Handles
Threads

Processes

Current

Lirnit

Peak
Peak/Limit
Current/Limit

CPU Usage History

Commit History

1/0 Bytes History

18,592
756

65

Commit Charge (K)

2,503,424
17,008,860
12,844,296

75.52%
14.72%

| Show one graph per CPU

Physical Memary (k)

Total 8,386,128
Available 6,382,772
System Cache 268,916
Kernel Memory (K)

Paged Physical 210,534
Paged Virtual 244 696
Paged Limit no symbols
Monpaged 57,354
Monpaged Limit  no symbols

Paging Lists (K)

Zeroed

Free

Modified

ModifiedMoWrite

Standby
Priority O
Priority 1
Priority 2
Priority 3
Priority 4
Priority 5
Priority &
Priority 7

1,204

0

5,060

g
6,331,568
0

150,468
1,680,835
1,875,944
152,080
1,942,916
515,768
62,556

Paging

Page Fault Delta 3,345
Page Read Delta 161
Paging File Write Delta 0
Mapped File Write Delta 0
CPU and 1/O

Context Switch Delta 13,493
1f0 Read Delta 43
1O Write Delta 5
If0 Other Delta 793




Round 2 Tests - LZMA?2

These are the results of the tests I did using LZMAZ2. I carried out both solid and non-solid archives
tests because I wanted to see how much of an effect using more CPU threads effected solid archive
sizes — not much in the end!

As you will see in the following results once you start using 4 or more CPU threads LZMA2
archive sizes are effected (but consistant). In these tests the archive size increased by around 25MB.

However this is made up for in compression speed.

Here is a snapshot of the standard settings used throughout the tests:

Add to Archive =5
Archive:
Simulator. 7z - D
Archive format: [?z - ] Update mode:
[Md and replace files v]
Compression level: [ Ultra - ]
Cptions
Compression method: [LZMAZ v] [F] Create SFX archive
Dictionary size: [E,-i ME - ] [7] Compress shared files
Word size: ['54 '] Encryption
Solid Block size: [Nun-snlid v] Enter password:
Number of CPU threads: /4
Reenter password:
Memary usage for Compressing: 703 MB
Memaory usage for Decompressing: &6 MB [] Show Password
Split to volumes, bytes: Encryption method: AES-256 i
- Encrypt file names
Parameters:
OK | | cance | | Hep




Round 2: Test 1

Threads: 1

Time: 28.45 minutes
Compression: 985,709,457
Archive Type: Non-Solid

& System Information |~:~ S

CPU Usage CPU Usage History

Commit History

1/0 Bytes History
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Physical Memory History

Totals Physical Memary (k) Paging Lists (K) Paging

Handles 18,506 Total 8,386,128 Zeroed 1,240 Page Fault Delta 2,798
Threads 754 Available 6,400,084 Free 3,724 Page Read Delta 0
Processes 65 System Cache 259,780 Maodified 7,204 Paging File Write Delta 0
Commit Charge (K) Kernel Memory (K) UodeHE s |TPCdReWsDda 0
Current 2,489,732 Paged Physical 201,768 Priarity 0 0 CPU and 1/O

Limit 17,008,860  Paged Virtual 235,804 Priority 1 0 ContextSwitchDelta 9,776
Peak 12,844 296 Paged Limit no symbols Priority 2 2,531,692 1f0 Read Delta 32
PeakLimit 75.52%  MNonpaged 57,200 E::E:g i ? Eg'gég 1fC Virite Delta 2
Current/Limit 14.64% Monpaged Limit o symbols Priarity 5 '558: 16 L Other Delta 459

Priority 6 5,632 ——
7] show one graph per CPU Priarity 7 62,748 Lok |




Round 2: Test 2

Threads: 1

Time: 30.04 minutes
Compression: 985,695,005
Archive Type: Solid

& System Information |~:' =] 28 |

CPU Usage CPU Usage History

Commit History

/O Bytes 1/0 Bytes History

|‘|I
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Physical Memory History

Totals Physical Memary (k) Paging Lists (K) Paging

Handles 18,527 Total 8,386,128 Zeroed 0 Page Fault Delta 5,873
Threads 759 Available 6,424,644 Free 8,248 Page Read Delta 0
Processes 65 System Cache 258,652 Maodified 4,932 Paging File Write Delta 0
Commit Charge (K) Kernel Memory (K) UdEIHE o |TPCdReW=Ddn 0
Current 2,462,348 Paged Physical 201,212 Priarity 0 0 CPU and 1/O

Limit 17,008,860  Paged Virtual 235,236 Priority 1 972 Context Switch Delta 12,699
Peak 12,844 296 Paged Limit no symbols Priority 2 2. 777.604 1f0 Read Delta 3
PeakLimit 75.52%  MNonpaged 57,256 E::E:g i 2"3‘: 1’912?} 1fC Virite Delta 5
Current/Limit 14,43% Monpaged Limit o symbols Priarity 5 592: 164 L Other Delta 784

Priority & 139,832

7] show one graph per CPU Priarity 7 62,732 Lok |




Round 2: Test 3

Threads: 2

Time: 17.55 minutes
Compression: 985,697,055
Archive Type: Non-Solid

w System Information

CPU Usage

CPU Usage History

Commit History

1/0 Bytes History
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Totals

Handles 18,480
Threads 7al
Processes 63
Commit Charge (K)

Current 2,506,743
Limnit 17,008,860
Peak 12,844,296
PeakLimit 75.52%
Current/Limit 14, 74%

| Show one graph per CPU
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Physical Memory History

Physical Memary (k)

Total 8,386,128
Available 6,460,400
System Cache 170,730

Kernel Memory (K)

Paged Physical 115,664
Paged Virtual 224,316
Paged Limit no symbols
Monpaged 55,492
Monpaged Limit  no symbols

|
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Paging Lists (K)

Zeroed

Free

Modified

ModifiedMoWrite

Standby
Priority O
Priority 1
Priority 2
Priority 3
Priority 4
Priority 5
Priority &
Priority 7

d

14,308
3,060
3,012

g
6,443,032
0

20
1,057,872
622,644
2,337,728
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212,235
63,534
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Paging

Page Fault Delta 3,165
Page Read Delta 0
Paging File Write Delta 0
Mapped File Write Delta 0
CPU and 1/O

Context Switch Delta 11,937
1f0 Read Delta 34
1O Write Delta 3
1/ Other Delta 437




Round 2: Test 4

Threads: 2

Time: 18.01 minutes
Compression: 985,682,63
Archive Type: Solid

& System Information

CPU Usage

CPU Usage History

Commit Commit History

/O Bytes

1/0 Bytes History

10.8 MB

Physical

Totals Physical Memary (k) Paging Lists (K) Paging

Handles 18,540 Total 8,386,128 Zeroed 0 Page Fault Delta 4,303
Threads 772 Available 6,496,160 Free 5,652 Page Read Delta 19
Processes 65 System Cache 172,104 Modified 18,576 Paging File Write Delta 0

) e - )

Commit Charge (K) Kernel Memary (K) :;'?_::E:Nm Vrite 6,490,50: Mapped File Write Delta 0
Current 2,455,360 Paged Physical 117,972 Priarity 0 0 CPU and 1/O

Limit 17,008,860 Paged Virtual 226,445 Priority 1 o Context Switch Delta g 37
Peak 12,844 296 Paged Limit no symbols Priority 2 1,924,860 1f0 Read Delta 56
PeakLimit 75.52%  MNonpaged 55,580 E::E:g i 2'533'3282 1fC Virite Delta 58
Current/Limit 14,44%, Monpaged Limit o symbols Priarity 5 18 14'243 L Other Delta 747

Priority & 1,880 ————
| Show one graph per CPU Prigrity 7 63,580 OK




Round 2: Test 5
Threads: 4
Time: 11.15 minutes

Compression: 1,012,314,050

Archive Type: Non-Solid

w System Information

CPU Usage

Commit

/O Bytes

Physical

Show one graph per CRU

CPU Usage History

Commit History

1/0 Bytes History

Totals

Handles 18,635
Threads 765
Processes 63
Commit Charge (K)

Current 4,070,352
Limnit 17,008,860
Peak 12,844,296
PeakLimit 75.52%
Current/Limit 23.93%

Physical Memory History

Physical Memary (k)

Total 8,386,128
Available 5,117,680
System Cache 272,868

Kernel Memory (K)

Paged Physical 210,928
Paged Virtual 244,396
Paged Limit no symbols
Monpaged 55,025
Monpaged Limit  no symbols

Paging Lists (K)

Zeroed

Free

Modified

ModifiedMoWrite

Standby
Priority O
Priority 1
Priority 2
Priority 3
Priority 4
Priority 5
Priority &
Priority 7

0

5,568
5,136

g
5,112,112
0

0
3,899,903
692,984
179,336
60,900
216,980
62,004

Paging

Page Fault Delta 2,372
Page Read Delta 0
Paging File Write Delta 0
Mapped File Write Delta 0
CPU and 1/O

Context Switch Delta 9,921
1f0 Read Delta 35
1O Write Delta 0
1/ Other Delta 714
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Round 2: Test 6

Threads: 4

Time: 10.51 minutes
Compression: 1,012,299,757
Archive Type: Solid

w System Information

CPU Usage

Commit

/O Bytes

Physical

CPU Usage History

Commit History

1/0 Bytes History

Physical Memory History

Totals Physical Memary (k)

Handles 18,541 Total 3,386,128
Threads 771 Available 5,179,904
Processes 65 System Cache 250,758
Commit Charge (K) Kernel Memory (K)

Current 4,031,360 Paged Physical 193,360
Limnit 17,008,860 Paged Virtual 227,176
Peak 12,844 296 Paged Limit no symbols
Peak/Limit 75.52% Monpaged 57,132
Current/Limit 23.70% Monpaged Limit  no symbols

Show one graph per CRU

Paging Lists (K)
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Free

Modified

ModifiedMoWrite

Standby
Priority O
Priority 1
Priority 2
Priority 3
Priority 4
Priority 5
Priority &
Priority 7

7,436
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3,775

g
5,172,408
0

20
991,436
2,499,032
535,732
1,066,743
16,020
63,420

Paging

Page Fault Delta 470
Page Read Delta 0
Paging File Write Delta 0
Mapped File Write Delta 0
CPU and 1/O

Context Switch Delta 7,823
1f0 Read Delta 0
1O Write Delta 12
1/ Other Delta 436




Round 2: Test 7

Threads: 8

Time: 10.34 minutes
Compression: 1,012,314,050
Archive Type: Non-Solid

Lt System Information =R X

CPU Usage

Commit History

/O Bytes 1/0 Bytes History
184 MB
Physical Physical Memory History
Totals Physical Memary (k) Paging Lists (K) Paging
Handles 18,599 Total 8,386,128 Zeroed 7,476 Page Fault Delta 1,364
Threads 773 Available 3,252,072 Free 4,072 Page Read Delta 47
Processes 65 System Cache 253,658 Maodified 10,312 Paging File Write Delta 0
) e ) )
Commit Charge (K) Kernel Memory (K) WIS e |TPCAReWEDds 0
Current 6,286,744 Paged Physical 195,856 Priarity 0 0 CPU and 1/O
Limit 17,008,850  Paged Virtual 229,923 Priority 1 0 ContextSwitchDelta 13,532
Peak 12,844,296 Paged Limit no symbols Priority 2 385,760 1f0 Read Delta 42
Peak/Limit 75.52%  Nonpaged 57,352 Gl 1,088,212 1fO Write Delta 1
Current/Limit 36.96% Monpaged Limit o symbols Priority 4 531,788 L Other Delta 725
Priority 5 759,772

Priority & 411,448

Show one graph per CRU Priority 7 63,544




Round 2: Test 8

Threads: 8

Time: 10.49 minutes
Compression: 1,012,299,757
Archive Type: Solid

w System Information

CPU Usage CPU Usage History

Commit History

/O Bytes

1/0 Bytes History

18.0 MB

Physical Memory History

Physical

Totals Physical Memary (k)

Handles 18,604 Total 8,386,128
Threads 773 Available 3,277,620
Processes 65 System Cache 255,804
Commit Charge (K) Kernel Memory (K)

Current 6,270,244 Paged Physical 197,816
Lirnit 17,008,850 Paged Virtual 231,892
Peak 12,844,296 Paged Limit no symbols
Peak/Limit 75.52% Monpaged 57,220
Current/Limit 36.86% Monpaged Limit  no symbols

Show one graph per CRU
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Paging

Page Fault Delta 1,630
Page Read Delta 31
Paging File Write Delta 0
Mapped File Write Delta 0
CPU and 1/O

Context Switch Delta 10,447
1f0 Read Delta 59
1O Write Delta 0
If0 Other Delta 630




Round 3 Tests — WinRAR64

These are the results of the WinRAR64 tests. Standard settings were used with the exception of
enabling Best compression and setting a dictionary size of 4096. Note that even though this is
WinRAR's highest dictionary setting it does automatically adjust this value during compression.

Round 3: Test 1

Time: 15.40 minutes
Compression: 1,236,340,828
Archive Type: Solid

¥ System Information
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Commit

8GH

/O Bytes

12.0 MB
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Handles
Threads

Processes

Current

Limit

Peak
Peak/Limit
Current/Limit

Commit Charge (K}

| Show one graph per CPU

CPU Usage History

Commit History

10 Bytes History

Physical Memory History

Physical Memary (k) Paging Lists (K) Paging
18,296 Total 3,386,128 Zeroed 1,339,928 Page Fault Delta 2,755
782 Available 7,110,860 Free 3,120 Page Read Delta 254
65 System Cache 169,916 Modified 22,108 Paging File Write Delta 0
ModifiedMoWrite g8 Mapped File Write Delta 0
Kernel M PP
rrel Memory (K) Standby 5,717,812
1,849,012 Paged Physical 117,916 Priarity 0 8 060 CPU and 10
17,008,860  Paged Virtual 227,288 Priority 1 2 974 Context Switch Delta 13,696
12,844 296 Paged Limit no symbols Priority 2 2,126,300 1/O Read Delta 169
75.52%  MNonpaged 55,192 E::E:g i 8133’22: LfC Wirite Delta 83
10.87% Monpaged Limit o symbols Priority 5 3 03 1'324 L0 Other Delta 712
Priority & 484,536 ————
Priority 7 64,812 K




Round 3: Test 2
Time: 13.30 minutes

Compression: 1,224,654,449

Archive Type: Non-Solid

LY System Information

CPU Usage
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/O Bytes
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| Show one graph per CPU

Cormmit History

Physical Memory History

Totals

Handles 18,666
Threads 799
Processes 63
Commit Charge (K)

Current 1,396,136
Lirnit 17,008,860
Peak 12,844,296
Peak Limit 75.52%
Current/Limit 11.15%

CPU Usage History

10 Bytes History

Physical Memory (k)

Total 8,386,128
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System Cache 175,460
Kernel Memory (K)

Paged Physical 121,672
Paged Virtual 230,368
Paged Limit no symbaols
Monpaged 55,336
Monpaged Limit  no symbols
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158,792
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Page Fault Delta 4,668
Page Read Delta 0
Paging File Write Delta 0
Mapped File Write Delta 1
CPU and 1/0

Context Switch Delta 13,660
1/0 Read Delta 235
1O Wirite Delta 57
1/O Other Delta 428




Conclusion

In the graph below I show you the best compression times:

LZMA vs LZMAZ vs WinRARB4

LZMAZ (8 Thread Non-Saolid)
LZMAZ (8 Thread Solid)
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The graph below shows the best compression ratio, it is vertically adjusted with best time at the top:

LZMA vs LZMAZ vs WinRARB4

LZMAZ (8 Thread Non-Saolid)

LZMAZ (8 Thread Solid)

LZMAZ (4 Thread Scolid)

LZMAZ (4 Thread Mon-Solid)
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WinRARB4 (Solid)

LZMAZ (2 Thread Non-Solid) B size
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LZMAZ (2 Thread Solid)

LZMAZ (1 Thread Non-Solid)
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LZMAZ (1 Thread Solid)
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650,000,000 1,300,000,000
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You can see from the results there is a slight improvement in compression speed between LZMA
and LZMAZ2 when using a single thread. There is not much difference between them when using
two threads. However there is a consistant difference in archive size results with LZMA?2 benifiting
around an extra 3MB. Maybe not much but better than nothing and does prove there has been an
improvement with the compression engine.

The big difference in LZMA?2 is when taking advantage of the extra CPU threads. Whilst the
archive size increased by around an extra 25MB when using 4 or more threads the compression
speeds increased greatly.

Using the maximum of 8 threads in the test it was possible to shave off 18 minutes over a single
thread compression and around 7 minutes over 2 threads found in both LZMA and LZMA2.

The surprising (or not) result is with WinRAR. For a long time the compression engine has fallen
behind LZMA and with the release of LZMAZ2 it falls back even further. Whilst the compression
time is on par with a 3 thread LZMA2 time its compression ratio is aweful. Comparing the best
result in WinRAR to the best result in LZMA?2 we are looking at a difference of around 238MB.
Even if you include the extra 25MB when using 4 or more threads WinRAR is still too far behind.

WinRARG64 looks to have failed even before its initial first release. I know it is still in beta and there
may be a possibility for it to catch up but if these results are anything to go by it does not look
promising. LZMA?2 is the new King...



